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ABSTRACT 

Modeling the endpoint uncertainty of moving target 

selection with crossing is essential to understand factors such 

as speed-accuracy trade-off and interaction efficiency in 

crossing-based user interfaces with dynamic contents. 

However, there have been few studies looking into this 

research topic in the HCI field. This paper presents a 

Quaternary-Gaussian model to quantitatively measure the 

endpoint uncertainty in crossing-based moving target 

selection. To validate this model, we conducted an 

experiment with discrete crossing tasks on five factors, i.e., 

initial distance, size, speed, orientation, and moving 

direction. Results showed that our model fit the data of μ and 

σ accurately with adjusted R2 of 0.883 and 0.920. We also 

demonstrated the validity of our model in predicting error 

rates in crossing-based moving target selection. We 

concluded with a set of implications for future designs. 

CSS Concepts 

• Human-centered computing → Human computer 

interaction (HCI) → HCI theory, concepts and models 

Author Keywords 

Crossing-based Selection; Moving Target Selection; 

Endpoint Distribution; Error Rate  

INTRODUCTION 
Crossing-based selection [1, 4], by its meaning, refers to the 

way of selecting a target by crossing its boundary instead of 

pointing inside its perimeter. With the increasing popularity 

of novel input modalities such as pen [5], finger [21, 35] or 

in-air gesture [29], this crossing paradigm has gained 

increasing attention as it can adapt to these input modalities 

more naturally and can also improve user performance in 

particular scenarios.  

Interactive systems with dynamic contents, such as video 

games, augmented/virtual reality (AR/VR) systems and 

video surveillance applications are becoming ubiquitous 

nowadays. Moving target selection in these systems is a 

common yet challenging task, as pointing to a small and fast 

moving target would require high sensory-motor 

coordination of user [16, 17, 19]. Crossing paradigm may 

substitute or complement pointing as another fundamental 

interaction method in these systems as it selects the target 

with a dynamic gestures rather than clicks [2, 3]. Although 

moving target acquisition with crossing has already been 

adopted in many applications (e.g., the popular game Fruit 

Ninja [38], the well-known techniques CrossY [2] and 

AttachedShock [3]), there is still little understanding of 

human performance in crossing-based moving target 

acquisition in the HCI literature. 

Modeling the uncertainty revealed by endpoint distribution 

of crossing-based moving target selection is essential to 

understand speed-accuracy trade-off and interaction 

efficiency in crossing-based user interfaces with dynamic 

contents. The endpoint in crossing-based selection is the 

location that the pointing device intersected with a target. 

With the advantage of such model, many unexplored 

questions can be solved, such as a) how likely are users to 

miss when they try to cross a target with a certain size and 

speed; b) how does the distribution of endpoints change with 

the size and speed of the target; c) is this change affected by 

the moving direction and the orientation of the target, and so 

on. This study aims to address such theoretical gap and 

comprehensively interpret the selection endpoints in HCI 

community. 

There are three major challenges that we need to address for 

modeling the task. First, as the target is dynamic rather than 

static, the target speed brings additional effects on the 

endpoint uncertainty [17], which increases the complexity of 

the problem space. Second, target orientation and moving 

direction are important factors affecting the uncertainty in 

crossing-based moving target selection [5, 9]. The 

combination of these attributes generates a large number of 

conditions that need to be considered, which further 
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increases the difficulty of modeling. Third, the form and the 

coefficients of the model should be able to explain the speed-

accuracy trade-off of user behavior in the task of crossing-

based moving target selection, otherwise the significance of 

the model would be reduced. 

This paper contributes a descriptive model and a set of 

empirical evidences that provide fundamental understanding 

for tasks involving moving target selection with crossing. 

Inspired by previous models and psychological evidences of 

human pointing movements [4, 6, 12, 17], we derived a 

Quaternary-Gaussian model to interpret the endpoint 

distribution in such tasks. We then conducted an experiment 

with discrete crossing tasks having 288 conditions generated 

based on 5 task factors (i.e., 2 initial distances, 3 target 

lengths, 3 target speeds, 8 moving directions and 2 target 

orientations). Results showed that the model fitted the 

empirical data well with 0.883 and 0.920 adjusted R2 values 

for μ and σ respectively. By extending the model into an 

Error-Model, we observed good performances in predicting 

the error rates in crossing-based moving target selection. 

Finally, we concluded with implications derived from the 

model and empirical evidences for future designs. 

RELATED WORK 

We summarize existing studies related to modeling endpoint 

distribution in crossing-based moving target selection into 

three categories: crossing-based selection, moving target 

selection and endpoint uncertainty in moving target selection. 

Crossing-based Selection 

The first crossing study was conducted by Accot and Zhai 

during the process of deriving the well-known Steering law 

[4]. They found that the time to cross the goal can be 

determined by the distance and width of that goal. In their 

follow-up crossing study [5], they systematically evaluated 

two target-pointing tasks and four goal-crossing tasks which 

differ by the direction of the movement variability constraint 

(collinear vs. orthogonal) and by the nature of the action 

(pointing vs. crossing, discrete vs. continuous). They found 

that continuous crossing with collinear constraint (C/CC) is 

the slowest, while pointing and continuous crossing with 

orthogonal constraint (OP and C/OC) are at least 10% faster 

than other tasks. Discrete orthogonal crossing (D/OC) has 

the lowest error rate, and all crossing tasks have error rates 

close to or lower than pointing tasks except the task of C/CC. 

Based on Accot and Zhai’s original studies of crossing-based 

selection, researchers empirically evaluated the crossing 

selection performances on different input modalities and 

applications. Forlines and Balakrishnan [13] used Accot and 

Zhai’s six tasks to study direct and indirect stylus inputs with 

tactile feedback. Luo and Vogel [21] also used the same six 

tasks to study crossing performance with direct touch input. 

They found that the D/OC task cannot be modeled accurately 

with standard Fitts’ law. Instead, the “FFitts” law, which 

used endpoint uncertainty of finger to adjust Fitts’ law 

prediction, can serve as a more accurate model for the task. 

This work inspired us to take endpoint uncertainty into 

account when modeling crossing-based moving target 

selection. Using a mouse and trackball, Wobbrock and Gajos 

[34] compared pointing and crossing with able-bodied 

people and those with motor impairments. By conducting 

two continuous studies on crossing-based selection, Apitz 

and Guimbretiere found evidences that crossing 

outperformed pointing in speed, and demonstrated the 

expressiveness of the crossing paradigm by implementing 

CrossY [2, 3]. While these studies show potential benefits 

for applying crossing paradigm in a wide range of 

applications, none of them systematically modeled the 

human performance regarding endpoint uncertainty of such 

tasks. 

Moving Target Selection 

A considerable amount of studies has been conducted to 

model moving target selection for predicting user 

performance. The model proposed by Jagacinski et al. [18] 

for movement time (MT) prediction in moving target 

selection is one of the well-known studies in this aspect. In 

the study, they extended the rule of speed-accuracy tradeoff 

reflected by Fitts’ law [12, 37] to moving target selection by 

adding the term of speed into the Fitts’ model. This work 

indicated that the initial distance barely affected the MT in 

position control systems. This result was consistent with the 

studies on dynamic targets with changing size. McGuffin and 

Balakrishnan [22], and Zhai et al. [36] suggested that the 

performance of Fitts’ law is dominated by the final size of 

target when clicked, instead of the initial one. Hoffmann [15] 

proposed an alternative solution for MT prediction in moving 

target selection, by introducing the steady-state position error. 

Although these models predicted time duration rather than 

endpoint distribution, their results implied that the difficulty 

in moving target selection could increase as the moving 

speed of the target increased. 

Moving target selection has also attracted much attention in 

the field of psychology. Tresilian [27] summarized six 

different types of pointing movements (i.e., pursuit, head-on, 

receding, perpendicular, pursuit + perpendicular and head-on 

+ perpendicular), and developed a preprogrammed strategy 

for predicting MT. According to this study, we covered all 

these types of movements to evaluate the robustness of our 

model. Existing studies also showed that subjects tend to 

move their hand more quickly towards fast targets than slow 

ones [6, 10]. Together with the observed positive correlation 

of endpoint error to the speed of hand [12, 37], we inferred 

that, the selection uncertainty might be proportional to the 

target speed. Other evidences suggested that there is a time 

delay in the human sensory-motor system when users 

perform reaching movements [8, 14, 20, 26]. In our study, 

such time delay may also cause the endpoint to shift in the 

opposite direction of the target motion. 

Human motor control studies aimed to understand 

organizing principles and processes behind people’s 

movement actions. These studies suggested that human 

motor system resolves a complex set of dynamic during the 
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movement, and yields numerous possible trajectories [24, 25, 

28, 30]. These models provided quality simulations to 

different properties (e.g. trajectories, profiles of speed and 

acceleration) of the reaching movement. However, they 

often required complex setting on the model structures and 

arguments, such as setting the locations or expected 

timestamps of via-points [25], weights of factors in the 

optimal goal [28, 30]. It is not convenient to use these models 

directly in HCI designs, due to the difficulties in tuning the 

arguments for practical uses [17]. 

Endpoint Uncertainty in Moving Target Selection 

In contrast to the extensive studies on modeling MT in 

moving target selection in the HCI literature, very few 

studies have been carried out on understanding the endpoint 

distribution of such tasks. 

One work focusing on the usage of endpoint distribution is 

the Temporal Pointing the usage of endpoint distribution is 

the Temporal Pointing [20]. The study presented a model to 

predict error rates in temporal pointing tasks with a temporal 

distance from beginning and a limited time window for 

selection. By combining perception process of visual cue 

into the model, the performance for modeling visual moving 

targets had been improved [19]. Nevertheless, the temporal 

pointing model is limited in considering the timing of hitting 

an approaching target solely, and the motion uncertainty of 

moving the cursor to intercept the target was omitted. It is 

reasonable to conclude that the endpoint distribution cannot 

be completely explained due to the case when only human 

time estimation is considered.   

Recently, Huang et al. proposed a Ternary-Gaussian model, 

combining the movement uncertainty caused by motion and 

size of the target, to interpret endpoint uncertainty in 

selecting 1D moving targets [17]. The model assumed the 

endpoint distribution was a Gaussian distribution consisted 

of three Gaussian distributions, generated from uncertainties 

of input device, target length and the target speed. However, 

this model interpreted pointing rather than crossing 

movement. Moreover, it did not incorporate the effects of 

target moving direction and orientation on the endpoints. As 

these factors could lead to different movement strategies and 

user performances in crossing selection [5, 9, 27], it is 

necessary to take these factors into account when proposing 

a model for predicting the endpoint uncertainty in crossing-

based moving target selection. 

PROBLEM FORMULATION 

In the task of crossing-based static target selection 

formulated by Accot and Zhai [5], the user is supposed to 

control a pointing device such as a mouse or stylus to cross 

a static target to trigger an action associated with the target. 

The task of crossing-based moving target selection inherits 

the same target selection paradigm of the static one, while 

allowing the target to move with certain speed and direction 

on the screen.  

According to the work from Accot and Zhai, target selection 

with crossing can be divided into four patterns, distinguished 

by the need to lift the input device between two targets 

(discrete vs. continuous) and the orientation of the target with 

respect to the main direction of travel (collinear vs. 

orthogonal). For the first study on crossing-based moving 

target selection, we chose to focus on the patterns of discrete 

crossing selection, since it is ordinary for moving target 

selection and is more suitable compared to continuous 

crossing [21]. The orientation of the target was considered in 

this study due to its potential impact on endpoints when 

interacting with moving direction of the target. More 

specifically, the task of crossing-based moving target 

selection is formulated as follows: 

As shown in Figure 1, firstly, users point on a starting point 

to trigger the task. After the task is triggered, a 1D goal (a 

bar) with a certain length appears on the screen and begins to 

move along a direction at a fixed speed. Then, users control 

a pointing device (e.g., a stylus) to cross the moving target 

for selection. This crossing task is discrete since the pointing 

device touches the screen only when crossing the goal; in the 

rest of the time the pointing device is lifted from the tablet 

surface. The task has five factors that may affect the 

crossing-based endpoint distribution on the target: 

• Initial distance (A): the initial distance between the 

starting point and the target. 

• Target length (W): the length of the target. 

• Target speed (V): the moving speed of the target. 

• Moving direction (D): the moving direction of the target. 

• Target orientation (O): the orientation of the target. 

 

Figure 1. The task of crossing-based moving target selection 

In the above task, an endpoint point is generated each time 

when the user attempts to cross the target. The endpoint is 

the location that the pointing device intersected with the 

target or the infinite line collinear with the target. By 

repeating the selection process, we can get a series of 

crossing endpoints, and then the problem that we try to solve 

in this study is formulated as finding a model to be 

descriptive of the distribution of these endpoints. 
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MODELING THE ENDPOINT DISTRIBUTION IN 
CROSSING-BASED MOVING TARGET SELECTION 

To model the endpoint distribution in crossing-based moving 

target selection, we adopted the framework of the Ternary-

Gaussian model [17] which has been demonstrated to 

accurately describe the endpoint distribution in pointing-based 

moving target selection.   

Due to intrinsic differences between pointing and crossing 

interactions, we need to incorporate factors specifically 

related to the task of crossing-based moving target selection 

into our model. Apart from the nature of the movement and 

the form of the target included in the Ternary-Gaussian 

model, we also considered additional factors such as moving 

direction (D) and target orientation (O) that may significantly 

affect the endpoint distribution. We then defined a 

coordinate system to better characterize the endpoint 

locations in crossing-based moving target selection, and 

proposed a Quaternary-Gaussian model by decomposing a 

total motion component in the Ternary-Gaussian model into 

two independent components to suit the crossing movement. 

Endpoint Coordinate System in Crossing-based Moving 
Target Selection 

We used a local Cartesian coordinate system, with the origin 

fixed at the center of the target bar to describe the crossing 

endpoints in the task. The x-axis of the coordinate system 

was collinear with the bar, while the y-axis was 

perpendicular to one. To better describe the effects of target 

speed on the endpoints, the positive direction of the 

coordinate system is set to be always on the same side with 

the speed direction.  

 

Figure 2. Examples for the coordinate system and associated 

endpoint values when the velocity is (a) inclined, (b) collinear 

and (c) perpendicular to the bar. 

More specifically, the positive direction of each axis is 

determined by the direction of the velocity’s projection on 

the axis. Figure 2 (a) shows an example that the velocity is 

inclined to the bar. Then the positive direction of x-axis 

follows the direction of the velocity’s projection on it, which 

is the same for y-axis. When the velocity is perpendicular to 

an axis, the projection of it on this axis turns to be zero, 

without loss of generality, direction that rotates 90 degrees 

counterclockwise from the velocity is set as the positive 

direction of this axis. Figure 2 (b) and (c) reflects examples 

that the velocity is perpendicular x-axis and y-axis 

respectively. 

According to this coordinate system, the crossing endpoints 

could only fall on x-axis, while the target velocity could have 

components on both x- and y- axis. The value of endpoint 

was a signed distance between the location of the endpoint 

and the center of the target at the time it was cross. There are 

three examples in the Figure 2, where endpoints are 

displayed, with the same distance from the target center and 

their corresponding values. 

The Quaternary-Gaussian model 

In the Ternary-Gaussian model [17], the endpoint 

distribution is described as a Gaussian distribution with three 

independent components, Xa ~ N(𝜇a, 𝜎a
2), Xs ~ N(𝜇s, 𝜎s

2) and  

Xm ~ N(𝜇m, 𝜎m
2), corresponding to the absolute precision of 

the pointing device, the size of the target and the motion of the 

target, respectively. Specifically, the location of the 

endpoints is a random variable X following a Gaussian 

distribution: 
2~ ( , )X N   , (1) 

The endpoints X can be viewed as the sum of the three 

normally distributed components: 
2~ ( , )a s mX X X X N  = + + , (2) 

In order to adapt the Ternary-Gaussian model to describe the 

endpoint distribution in crossing-based selection, we adopted 

the definitions of absolute component and size component in 

the original model, and further decomposed the motion 

component according to the characteristics of crossing 

selection, obtaining two new components, collinear motion 

component and perpendicular motion component. By 

replacing the two components in Equation 2, we have the 

component expression of the Quaternary-Gaussian model: 
2~ ( , )a s cm pmX X X X X N  = + + + , (3) 

We explain the four components as follows. 

Xa is the absolute component, which is independent of users’ 

intention to follow the specified task precision and cannot be 

controlled by a speed-accuracy tradeoff, hence the 

distribution parameters 𝜇a and 𝜎a are two constants. 

Xs is the size component, which depends on the precision 

tolerance of the target. The precision requirement of 

selecting from users decreases due to the increase of the 

target size, thus the distribution parameters 𝜇s and 𝜎s of this 

component are proportional to the target size (W). 

Xcm is the collinear motion component, which depends on the 

uncertainty caused by the collinear component of the target 

motion (i.e., velocity component in x-axis). There is a time 

delay in the human sensory-motor system when users try to 

reach targets. Such delay can vary among individuals and 

trials [8, 14, 20, 26]. This time delay affect the endpoint 

location through multiplying moving speed of the target. 

Therefore, the distribution parameters 𝜇cm and 𝜎cm of this 

component are proportional to the velocity component of the 

target in x-axis (Vx). 

Xpm is the perpendicular motion component, which relies on 

the uncertainty caused by the perpendicular component of 

the target motion (i.e., velocity component in y-axis). The 

velocity component in y-axis cannot shift the endpoint 
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location directly, like the one in x-axis does. However, it 

affects the endpoint distribution through the accuracy loss of 

human hand in fast motion [6, 10], yielding a larger deviation 

and uncertain mean shift of endpoint distribution. Therefore, 

the distribution parameters 𝜇pm and 𝜎pm of this component are 

proportional to the velocity component of the target in y-axis 

(Vy). 

Similar with Ternary-Gaussian model [17], when users try 

to select a target, they tend to use precision tolerance of the 

target (W) corresponding to the size component Xs, to 

compensate the sensory-motor delay corresponding to the 

collinear motion component Xcm. Therefore, the components 

of Xcm and Xs should had an interaction effect. We model this 

interaction effect of these two components by setting their 

covariance to a term Vx/W. 

Afterwards, with the sum of the four Gaussian distributions, 

we have a total Gaussian distribution with parameter μ: 

a s cm pm

x ya bW cV dV

    = + + +

= + + +
, 

(4) 

and parameter σ: 
2 2 2 2

2 2 2

cov( , )a s cm pm cm s

x
x y

X X

V
e fW gV hV i

W

    = + + + +

= + + + +

. 
(5) 

Let θ represent the included angle between the velocity 

vector and the x-axis, we have Vx = Vcos(θ) and Vy = Vsin(θ). 

Then we have the final form of the Quaternary-Gaussian 

model is constructed: 

cos( ) sin( )a bW cV dV  = + + + , (6) 

and, 

2 2 2 2 2 cos( )
cos ( ) sin ( )

V
e fW gV hV i

W


  = + + + + . (7) 

Where, a, b, c, d, e, f, g, h and i are constants coefficients 

which can be measured via experiments. When θ = 0, that is, 

the velocity vector is collinear to the bar, and no 

perpendicular velocity component, the Quaternary-

Gaussian model reduces to the Ternary-Gaussian model. 

The Ternary-Gaussian model was proposed based on three 

hypotheses, which were naturally adopted in the 

proposed Quaternary-Gaussian model. The three 

hypotheses are: H1: the endpoint distribution is Gaussian; 

H2: the initial distance (A) does not affect the endpoint 

distribution; H3: the target size (W) and the moving speed (V) 

affect the endpoint distribution. Although they have been 

validated in pointing-based moving target selection, it cannot 

be guaranteed that they are also valid in crossing-based 

selection. Therefore, in the next section, we empirically 

validate the above hypotheses and evaluate the Quaternary-

Gaussian model. 

STUDY 1: MODEL EVALUATION 

In this section, we conducted a within-subject study to 

validate the model hypotheses and evaluate the proposed 

Quaternary-Gaussian model. 

Participants and Apparatus 

We recruited 15 subjects (9 females, with an average age of 

23.4) in this study. All of them were right-handed and were 

familiar with the computer and stylus 

The experiment was conducted on a Lenovo ThinkPad X1 

laptop computer, with an Intel Core i7 8550 CPU at 1.8 GHz. 

A Wacom pen display and a stylus were used as input devices. 

The pen display was a direct interactive screen that can only 

be operated by stylus with 29.4 × 16.5 cm in size at 1920 × 

1080 pixels resolution. Each pixel on the screen was 0.153 

mm wide. The stylus was 15.4cm in length, 9mm in diameter 

at the barrel, and 10g in weight. The system ran with a 

sampling frequency of 100 Hz. The experiment programs 

were developed using Unity3D with C# code. 

Design and Procedure 

The experiment contained 288 conditions with four fully 

crossed factors including A, W, V, D and O as follow: 

• Initial distance (A): 768 pixels and 1152 pixels 

• Target length (W): 24 pixels, 48 pixels and 96 pixels 

• Target speed (V): 96 pixels/sec, 192 pixels/sec and 384 

pixels/sec 

• Moving direction (D): 0°, 45°, 90°, 135°, 180°, 225°, 270° 

and 315° 

• Target orientation (O): 0° and 90° 

The above setting implicitly generated 3 levels (0°, 45° and 

90°) of included angle (θ). 

The settings of initial distance A, target length W and target 

speed V were referenced and selected from the settings of 

Ternary-Gaussian model [17]. The two relatively large 

distances were used to ensure that the moving target does not 

reach the user's cursor too quickly when moving toward the 

user (D = 180°). The target orientation of 0° and 90° 

corresponded to the collinear and orthogonal situations in 

Accot and Zhai’s work [5]. The most representative eight 

moving directions in the four quadrants of Euclidean space 

were considered. The experiment had 2 blocks with 4 trials 

in each condition, resulting a total of 15 participants × 288 

conditions × 4 trials × 2 blocks = 34,560 endpoints. The 

orders of all conditions in one block were randomized. 

 
Figure 3. Experimental setting of this study. 

In the experiment, participants seated in front of a table with 

their comfortable postures. The display was placed on center 

of the table with 30° inclination angle towards the 

participants, as shown in Figure 3 (a). Firstly, participants 

were informed about the purpose of the experiment, and were 
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allowed to perform practice trials until each participant 

explicitly expressed that s/he was ready to start. Each 

participant took about 100 minutes to finish the two blocks 

of the test. Rest were allowed between trials and blocks. Each 

participant was paid $30 for their time. 

In each trial, a starting point (a small gray circle) first 

appeared near the left edge of the screen. The participant 

pointed on the starting point with the stylus to start. After a 

short delay (i.e., randomized from 200 - 600ms), a target 

appeared on the right side of the screen and began to move. 

The target was a blue bar with a certain length, which 

initially located on the same horizontal line as the starting 

point with a certain distance from it. The target moved as it 

appeared with a fixed speed. The participant was asked to 

cross the target as quickly and accurately as s/he could. An 

obstacle line was drawn between the starting point and the 

goal to remind the participants to use discrete strokes for 

crossing the target, as shown in Figure 3 (b). If the stroke of 

the participant did not intersect the target or the extension 

line at both ends of the target until the pen was lifted, the 

participant was asked to repeat the trial. Otherwise, no matter 

whether the participant hit the target, the coordinates of 

endpoint were recorded. If the pen tip missed the target, the 

endpoint was regarded as the point that the pen tip intersected 

with the infinite line collinear with the target. 

Statistical Analysis 

Normality Test 

For the total 288 sets of endpoints, we removed the outliers 

(0.08% of the data) which the selection endpoint was more 

than twice the target length from the target center, followed 

similar approaches adopted by prior work. The majority of 

them (283 sets) passed the Kolmogorov-Smirnov test 

(alpha=.05) for normality of the distribution, which 

supported H1. 

Effects of A, W, V, D, O and θ 

To test the effects of task factors on endpoint distribution, we 

binned the endpoint data of each participant in each 

condition, yielding 4,320 sets of endpoint. By using 

maximum likelihood estimation (MLE) to get the actual 

distribution parameter (i.e., μ and σ) of these sets of endpoint, 

we got 4,320 pairs of μ and σ. Nonparametric Wilcoxon rank-

sum test [31] is used for statistical tests as our μ and σ data 

were not normally distributed. 

Results showed main effects of V (2
(2,N=4320)=1105.981, 

p<.001), D (2
(7,N=4320)=26.311, p<.001), O 

(2
(1,N=4320)=108.386, p<.001) and θ (2

(1,N=4320)=704.359, 

p<.001) on μ. The effect of W (2
(2,N=4320)=2.707, p=.067) was 

marginally significant. No significant main effect of A 

(2
(1,N=4320)=0.006, p=.941) was found. 

 

Figure 4. Average μ in each level of the task factors. Error bars 

represent the standard deviations. 

The average μ in each level of the factors are shown in Figure 

4. For speed (V), the average μ at condition of V=96 pixels/sec 

was almost zero (0.043 pixels), followed by larger negative 

value at condition of V=192 pixels/sec (-5.969 pixels), and at 

condition of V=384 pixels/sec (-19.634 pixels). The target 

motion is shifting the mean of endpoint in contrast to the 

moving direction, and higher speed results in larger shift. For 

moving direction (D), under the conditions of D=270° and 

D=315°, the average μ had the highest negative values of -

11.331 and -11.295 pixels. In other cases, this value ranged 

from -8.889 to -5.049 pixels, with the lowest value at D=180°. 

For target orientation (O), we observed a larger average 

negative μ at the condition of O=0° (-9.585 pixels) then O=90° 

(-7.455 pixels). For included angle (θ), the average μ had the 

highest negative value at condition of θ=0° (-14.857 pixels), 

followed by condition of θ=45° (-9.076 pixels) and it turned 

down to almost zero at condition of θ=90° (-1.069 pixels). 

Main effects of W (2
(2,N=4320)=227.156, p<.001), V 

(2
(2,N=4320)=293.903, p<.001), D (2

(7,N=4320)=13.223, p<.001), 

and O (2
(1,N=4320)=120.020, p<.001) were found on σ. No 

significant main effect of A (2
(1,N=4320)=1.877, p=.171) was 

observed. 

 

Figure 5. Average σ in each level of the task factors. Error bars 

represent the standard deviations. 

The average σ in each level of the factors were shown in 

Figure 5. For width (W), the average σ at condition of W=96 

pixels was the largest (18.299 pixels), followed by condition 

of W=48 pixels (15.299 pixels), and condition of W=24 pixels 

(13.757 pixels). For speed (V), the average σ at condition of 

V=384 pixels/sec was the largest (18.874 pixels), followed 

by condition of V=192 pixels/sec (14.837 pixels), and 
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condition of V=96 pixels/sec (13.639 pixels). For moving 

direction (D), the conditions of D=90° and D=270° had the 

first and second largest average σ of 17.011 pixels and 

16.435 pixels, while the lowest was the condition of D=315° 

with 13.968 pixels. In other cases, the values ranged from 

15.267 pixels to 16.321 pixels. It seemed that the standard 

deviation of endpoint distribution in the two vertical 

directions is larger. For target orientation (O), a larger 

average σ at the condition of O=0° (16.704 pixels) then O=90° 

(14.862 pixels) was observed. For included angle (θ), the 

condition of θ=0° had the highest average σ (17.763 pixels), 

followed by condition of θ=45° (16.297 pixels) and 

condition of θ=90° (12.776 pixels). 

According to the results, the initial distance A did not have a 

significant effect on endpoint distribution, which supported 

H2. Both of the target length W and the moving speed V 

significantly affected the endpoint distribution, which 

supported H3. The endpoint uncertainty was increased (i.e., 

higher offsets or variations of endpoints) as W and V 

increased in crossing-based moving target selection, which 

was consistent with prior Ternary-Gaussian model in 

pointing moving targets [17]. The target orientation also 

exhibited significant effects on endpoint uncertainty, where, 

the endpoint offset and variations were larger in the 

condition of O=0°. There was no clear trend of the influence 

of moving direction on the endpoint uncertainty was found. 

Comparatively, the factor θ derived from O and D had a clear 

trend affecting the endpoint uncertainty. This result indicated 

θ a more sensitive factor, which was adopted in the model. 

Correlation Analysis 

To further investigate the relationships between task factors 

and the endpoint distribution, we binned endpoint data of all 

participants in each condition, yielding 288 sets of endpoint, 

and then Pearson correlations were calculated between the μ 

and σ (N=288) and each of the 6 task factors as showed in 

Table 1. 

Factors μ σ 

A .009 .030 

W -.007 .410** 

V -.711** .580** 

D .097 -.106 

O .091 -.193** 

θ -.422** -.454** 

Table 1. Correlations between task factors and μ and σ of the 

endpoint distributions. “**” indicates correlations with 

significance levels above 99%. 

Results showed that V and θ were significant correlations to 

μ, and the correlation coefficients between the two pairs were 

negative. The correlations between pairs of A and μ, W and 

μ, D and μ, O and μ did not achieved significant levels as we 

expected. We found more task factors were significantly 

correlated to the standard deviation of endpoints, where W 

and V were positive correlated to σ and, O and θ were 

negative correlated. The correlation coefficient between O 

and σ was relative small (<0.3). A and D were not significant 

correlated to σ. 

The results of correlation analysis were highly consistent 

with the Wilcoxon rank-sum test on our data. Changing the 

initial distance did not lead to a significant change of the 

endpoint distribution, while the target length and moving 

speed did. H2 and H3 were further validated. The influence 

of moving direction on endpoint distribution did not achieve 

significant level, and target orientation only showed a 

relatively weak influence on the distribution range. On the 

contrast, a strong correlation was found between θ and the 

endpoint distribution, which further demonstrated that the 

factor θ strong indicator for endpoint distribution. 

Model Evaluation 

In this section, we tested the fitting precision of the proposed 

Quaternary-Gaussian model within two data binning 

conditions including W × V × θ condition (N=27) and A × W 

× V × D × O  condition (N=288). 

Measures 

Three measurements were used to evaluate our model, 

including adjusted R2, mean absolute error (MAE), and mean 

Wasserstein distance (MWD). Wasserstein distance [4] is a 

statistical distance defined between two probability 

distributions. Intuitively, the metric is the minimum “cost” of 

turning one pile (distribution) into the other. The mean of 

Wasserstein distance (i.e., MWD) is the average Wasserstein 

distance from actual distributions to the predicted distributions 

across all conditions, it ranged from 0 to positive infinity, and 

a smaller MWD indicates a higher fitting score. MWD provide 

one overall fitting score for a Gaussian distribution rather than 

measure μ and σ separately with adjusted R2 and MAE. 

We used the nlinfit function provided in MATLAB to 

estimate each coefficient of the Quaternary-Gaussian model, 

and computed the measurements of adjusted R2, MAE and 

MWD for the two data binning conditions. Performances of 

the prior Ternary-Gaussian model [17] on our data set were 

provided as a baseline. 

W × V × θ Condition 

In the W × V × θ condition, similar with other Fitts’ law 

studies [4, 5, 12], we binned the endpoint data with the 

explicit factors W, V and θ in the model. There were 27 W × 

V × θ combinations, thus we got 27 pairs of μ and σ to for 

model fitting.  

Model Para. Adj. R2 MAE MWD 

Ternary-

Gaussian 

μ 0.381 5.429 
71.486 

σ 0.474 2.231 

Quaternary-

Gaussian 

μ 0.883 3.112 
13.480 

σ 0.920 0.924 

Table 2. The fitting performances of the Ternary-Gaussian and 

our models in the W × V × θ condition (N=27). 
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As shown Table 2, our model fitted the empirical data well 

with 0.883 and 0.920 adjusted R2 for μ and σ respectively, 

which were much higher than those of the Ternary-Gaussian 

model (0.381 and 0.474). The MAEs of our model for μ and 

σ were 3.112 pixels and 0.924 pixels respectively, which 

were only about half of those in the Ternary-Gaussian model. 

Is meaned that the average error between the predicted and 

actual mean of endpoints was about 3 pixels, and it was less 

than 1 pixel for the standard deviation of endpoints. MWDs 

of the two models reflected similar results. The 13.480 MWD 

of our model indicated a very small distance between the 

predicted and actual endpoint distribution on average. 

In Figure 6, all predicted (dash line) and actual (colored solid 

line) endpoint distributions in the 27 conditions were plotted 

and mapped on associated targets. The targets were plotted 

with the positive direction of x-axis up-forwarded. For each 

row in Figure 6, the vertical axis was the axis of endpoint and 

the horizontal axis was a categorical axis mapped with three 

V conditions ascendingly. The three θ conditions were 

marked by different colors. A straight line was drawn on the 

center of endpoint distributions to mark the μ values of them. 

Obviously, all the predicted endpoint distributions were vary 

closed to the actual data. 

 

Figure 6. The estimated (dash line) and actual (colored solid 

line) endpoint distributions mapped on the targets. 

A × W × V × D × O Condition 

In the second condition, we binned the endpoint data with the 

original factors A, W, V, D and O, yielding 288 A × W × V × 

D × O combinations and 288 pairs of μ and σ accordingly. 

As illustrated in Table 3, in the A × W × V × D × O condition, 

the adjusted R2 for μ and σ were 0.816 and 0.747, and the 

MAEs for μ and σ were 3.92 pixels and 1.974 pixels 

respectively, resulting a MWD score of 24.477. Again, our 

model outperformed the Ternary-Gaussian model in the 

three measurements. Although the performances of our 

model were reduced, considering the larger number of data 

point (N=288 vs. N=27), these results were still acceptable.  

Comparing with the W × V × θ condition, the main gaps came 

from the lower fitting for σ. Such results indicated that 

although the factor θ had captured most of the effects of A, 

D and O on the mean of endpoints, it did not completely 

cover their effects on the distribution range of endpoints. 

Together with the results of our statistical analysis, we could 

infer that the orientation of the target had a significant effect 

on standard deviation of endpoints that worked 

independently from θ. This phenomenon was consistent with 

Accot and Zhai’s study in acquiring static targets with 

crossing [5], where higher uncertainty of endpoints was 

observed when participants tried to acquire targets collinear 

(i.e., O=0°) to the reaching movements. 

Model Para. Adj. R2 MAE MWD 

Ternary-

Gaussian 

μ 0.498 5.502 
66.998 

σ 0.479 2.717 

Quaternary-

Gaussian 

μ 0.816 3.926 
24.477 

σ 0.747 1.974 

Table 3. The fitting performances of the Ternary-Gaussian and 

our models in the A × W × V × D × O condition (N=288). 

Model Coefficients 

The coefficients of the model fitted by the data in W × V × θ 

condition were showed in Table 4. These coefficients reflect 

the relationship of each term of the model (i.e., W, Vx, Vy and 

Vx/W) on endpoints distribution.  

Para. Coeff. Term Estimated 

μ 

a - 5.2710 

b W 0.0018 

c Vx -0.0917 

d Vy -0.0160 

σ 

e - 141.6022 

f W 0.0194 

g Vx 0.0037 

h Vy 0.0004 

i Vx/W 0.0003 

Table 4. The coefficients of our model fitted by the data in the 

W × V × θ condition. 

From coefficients of μ, we learned that the values of c and d 

were negative, indicated that both Vx and Vy made the mean 

of endpoints shift in the opposite direction to the moving 

direction. The absolute value of c were larger than d indicated 

that Vx contributed more on shifting the endpoints than Vy. 

The positive b values were consistent with our assumption 

that user tend to used W to compensate the shift of μ. From 

coefficients of σ, we learned that the distribution range of 

endpoints increased as W, Vx and Vy increased. We found 
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larger value of g than h, indicating that Vx contributed more 

on increasing σ than Vy did. The term Vx/W also contributed 

to increased σ, however, as the value of i is relative small, the 

contribution of this term on σ was almost negligible. 

STUDY 2: PREDICTING USER PERFORMANCE WITH 
THE MODEL 

Error rate is one of the most important factors of user 

performance in HCI [17, 19, 33]. It would be helpful for 

crossing-based interface design if we know the likelihood of 

missing a target when they try to cross it with a certain size 

and speed. With the Quaternary-Gaussian model, we can 

estimate the error rate via cumulative distribution function 

(CDF) for crossing-based moving target selection. The CDF 

of the Gaussian distribution specified by μ and σ is: 
2

2

1 ( )
( ) exp( )

22

x x
P x



  −

−
= −  (8) 

The following equation shows the probability that X falls into 

the range of (-∞, x): 

1
( ) [1 ( )]

2 2

x
P x erf





−
= +  (9) 

where erf(x) is the error function encountered in integrating 

the normal distribution. The error rate is the probability that 

X falls out of the range (x0, x1), where x0 and x1 represent the 

boundaries of the target: 

1 0

01

( , ) 1 [ ( ) ( )]

1
1 [ ( ) ( )]

2 2 2

ER P x P x

xx
erf erf

 



 

= − −

−−
= − −

 (10) 

where μ and σ are defined by our model. We denote Equation 

(10) as the Error-Model founded on the Quaternary-

Gaussian model. We then used the data in previous section 

to evaluate the goodness of fit and the generalizability of the 

Error-Model. 

The Error-Model fitted the data of error rate well with 0.964 

adjusted R2 and MAE 3.2%. A repeated three-fold cross-

validation was conducted to test the generalizability of the 

Error-Model. The model coefficients were obtained over the 

data of 10 randomly chosen subjects and tested on the rest 5. 

Over 100 iterations, we obtain an average MAE of 5.7% 

(SD=1.2), indicating the model can safely be generalized 

between similar populations. 

We plotted the estimated and actual error rates for all 27 

conditions in Figure 7. We could infer from the figure that 

the error rates increased when the speed (V) increased, and 

when the size (W) and the include angle (θ) decreased. 

Apparently, increasing target speed and decreasing include 

angle increased the offset and variation of endpoints, thus 

increasing the selection error rate. However, increasing 

target size also increased the variation of endpoints but it 

decreased the error rate instead. This is because, on the one 

hand, increasing the target size increased the range for 

successful selection, which was revealed in Equation 10; on 

the other hand, larger target size compensated the effect of 

target speed on endpoint uncertainty, as it had been showed 

in Equation 7. 

 

Figure 7. The estimated and actual error rates in all the 27 

conditions. 

 

Figure 8. Error rate spectrums in the conditions of a) θ = 90° 

and b) θ = 0°. 

The model predicts errors as a function of how difficult the 

selection task is. The difficulty of the task would increase if 

the target moves faster or the size of it is smaller. By 

changing V and W in a wider range of values, we can get an 

“error rate spectrum” reflecting effects of V and W on the 

error rates of crossing selection. We selected a V in the range 

of 48 to 2444 pixels/sec (7.34 to 373.92 mm/sec), and a W in 

the range of 0 to 985 pixels (0 to 150.70 mm) to illustrate the 

spectrum (Figure 8). Referencing experimental settings in 

previous works [7, 21, 37], curves of the most studied target 
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sizes ranged from 17 to 195 pixels  (2.6 to 29.83 mm) were 

marked red to better presents the spectrum. 

Consistent with prior observations, the spectrum shows that 

error rate increases as target size decreases, and as target 

speed increases. It can also be seen from the spectrum that 

error rates in the condition of θ = 0° increase faster than that 

in the condition of θ = 90°. In addition, targets with a size 

smaller than 17 pixels (2.60 mm) always have 50% or higher 

error rates. For θ = 90° condition, the error rate is dominated 

by target size when target speed is lower than 177 pixels/sec 

(27.08 mm/sec), and this threshold goes down to 48 

pixels/sec (7.34 mm/sec) in θ = 0° condition. We also found 

that, for θ = 90° condition, when the target size is larger than 

292 pixels (44.67 mm), users rarely miss the target (error rate 

< 10%), and this threshold goes up to 985 pixels 150.70 mm 

in θ = 0° condition. In both conditions of θ = 90° and θ = 0°, 

the targets with size range from 26 to 195 pixels (3.97 to 

29.83 mm) show rich variety across all commonly used 

conditions. 

DESIGN IMPLICATIONS AND TAKEAWAYS 

Based on the empirical evidences in this study, we 

summarized following implications and takeaways that 

could be helpful for creating user interfaces involve dynamic 

crossing targets: 

1) Initial distance does not affect significantly to endpoint 

uncertainty. Therefore, in most cases, when considering 

increasing selection accuracy, designers should not worry 

about the distance of the target, but try to increase the target 

size and slow down the target speed. 

2) Included angle of velocity and the target play an important 

role affecting the endpoint uncertainty in crossing-based 

moving selection. In a particular situation, crossing-based 

moving targets with a velocity collinear to the targets have a 

higher selection difficulty than the ones with a velocity 

perpendicular to them. Thus, keeping the velocity 

perpendicular or approximately perpendicular to the target is 

a good choice for including the selection accuracy for 

designers. 

3) When users attempt to acquire targets that are collinear 

with the reaching movement, the selection difficulty is 

higher than that when the target is perpendicular to the 

reaching movement. Thus, when it's impossible to change the 

direction of target velocity to make it perpendicular to the 

target as suggested in (2), changing the orientation of the 

target to make it perpendicular to the users’ reaching 

movement is also worth considering. 

4) Given the error rate spectrum, in the condition that the 

target velocity is perpendicular to the target, the error rate is 

dominated by only the target size (i.e., can be treated as static 

target) when the speed is lower than 27.08 mm/sec, and this 

threshold goes down to 7.34 mm/sec in the condition that 

target velocity is collinear to it. Accordingly, in any case, 

adding a moving speed of less than 7.34 mm/sec to an 

selectable target will not have a significant impact on its 

selection difficulty. 

5) The error rate spectrum also indicated that, in the 

condition that the target velocity is perpendicular to the 

target, when the target size is larger than 44.67 mm, users 

rarely miss the target, and this threshold goes up to 150.70 

mm in the condition that target velocity is collinear to it. 

Therefore, when a target is larger than 150.70 mm, adding 

any moving speed in a reasonable range (i.e., lower than 

373.92 mm/sec) will not have a significant impact on its 

selection difficulty. 

6) Given the reasonable range of velocity (i.e., lower than 

373.92 mm/sec). The selection difficulty of targets with sizes 

ranging from 3.97 mm to 29.83 mm highly depended on 

target velocity. For example, the error rates of targets with 

size of 3.97 mm varied from nearly 35% to 100%, but the 

ones with size of 2.60 mm could not be lower than 50%. This 

suggest we can choose this size range for certain tasks that 

requires the dynamic adaptation of difficulty levels, such as 

controlling the level of challenge in games with crossing 

selection as the main interaction paradigm. 

CONCLUSION 

In this paper, a model that can precisely describe the 

distribution of the endpoints in crossing-based moving target 

selection is presented. An experiment was carried out to 

validate the model. Results showed that this model fits the 

empirical data well and showed robustness across conditions. 

The form and coefficients of the model reveals the 

regularities of the crossing movement in dynamic targets. 

When using our model to estimate error rates, we observed 

high fitting results and generalizability. Finally, we 

summarized a set of implications for future design based on 

the empirical data from this study.  

This paper did not consider the type of continuous crossing-

based selection. The consecutive movement in continuous 

crossing selection task may introduce higher uncertainty to the 

endpoint distribution. If this assumption is true, it is very 

interesting to find out the underlaying mechanism of this 

phenomenon. In addition, we observed a significant effect  of 

target’s orientation on endpoint distribution, which seems to 

be independent of W, V and θ. In-depth and systematic 

research on the effects of target orientation on endpoint 

distribution is needed. In the future, we are interested in 

extending our research in other user interfaces such as touch 

screen and eye tracking. We are also interested in exploring 

how our model can help improve interface design in real-

world applications such as VR applications and games. 
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